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Our Research Facility and our Large Scale Research Infrastructures

The Helmholtz-Zentrum Dresden - Rossendorf

— Employees approx. 1,200. Thereof 600 scientists. ...

~HELMALTE

Research Fields
— Energy, Health and Matter.

ELBE - Center for High-Power Radiation Sources

— Electron accelerator, free-electron lasers & THz source.
— Positrons, protons, neutrons as well as X-ray and gamma radiation.

Dresden High Magnetic Field Laboratory (HLD)
— Europe’s highest pulsed magnetic fields.

+ their digital twins!

lon Beam Center (IBC)
— Nanoscale surface analysis and modification.
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Our Challenge: An End-to-End Digital Data Lifecycle

— We support many steps of a research Submit Proposal or

experiment with separate tools: Create DMS Project

 electronic lab books, ’-\%

* interactive analysis,

o Search &
» publication of datasets, 2 Modie Create Data
- scientific workflow management, euse 0 ,' Y “ \ Management
» Handle generation and management. Datasets Experimen \ ‘ Plan
— We want to use well established
community tools with no modifications
— A uniform access to all services and
systems is necessary. Dublich Collect
— The documentation of all these linked uotis Data
resources is essential to create a Dataset

comprehensible and FAIR data lifecycle. Archive

Dataset

| Analyse Data
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Our Observations and Experiences
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— Scientists often don't know which
services are available and how to
use them.
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Data Management Guidance System &
— An overarching system guiding

Publication

our scientists (and visitors) et (R R (oo Documentaton |, __{, SUNEMENN | '

. . (GATE) Plan (RDMO) ontrol nowledge ase
through the lifecycle of their - ,
research project (and our conrol [l Corol i 2L g Vorion Contro

(Environment) (Experimen

_ -
services) is inevitable. A . EEE.

:\ /I : A4 A
Data Source A .
— The concept of FAIR research e wsorie - P
o R Simulation,...) [GHiving
becomes an important topic for
O u r SC| e ntl StS. Interface to our Infrastructure Resources

______________________________________________________________________________________

| |
| Infrastructure =————r— _ S — |
l - Time Series Object, Parameter, Metadata Docker/VM Compute Resources |
| !T!T! Database Database Container/Images |
' |
- |
| | Data Storage

_________________________________________________________________________________________________
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And how we can support them?!

What are the necessary steps
towards a full comprehensible and
FAIR research experiment ensuring
data provenance?

The Requirements and Conditions

— Our guidance system was originally intended to
provide only the proposal’s metadata from our
own, but also external scientists to allow the
assignment of resources.

1\
Data
Policy

— But, the system grows and now it should also
provide necessary features to answer the most
important questions of our scientists:

Good EEPEIFEEEE

Scientific
Practice

Horizon

2020
FAIR Data

How can we automate recurring .
processes and keep track of Which datasets or

status and data products? software can be
published (and how)?

How can we bring new team members or

external scientists into our project lifecycle Where are data, software

and all associated tools? and how can | gain access
to both of them?

GltLab
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How we went on with our “Data Management Guidance System”

. . = Ll 1 <> 28
o We .neec.l d management environment Supportlng our Dataset Image Video/Audio Software Other
project lifecycle. o

— Based on our observations and experiences in the field we = ccc o o
started developing Heliport:

W rudure hack de we O @ O+ C

+  We received founding from the Helmholtz Metadata Chronic Inflammation Prediction for nhaled 78 51
' Particles, the Impact of Material Cycling and e
CO | |a bO rat| on (H M C), Q.ue’s.r?ntining in the Lung Epithelium
+  Metadata becomes important in modern research to i el
make eve ry founded P r'Oj ectcom pre hensible and FAI R, Wl gt TV i O g o ot R e YW o e "“'

» The publication of all data products and the Data
Management Plan (DMP) becomes inevitable.

— Heliport can fill the gap between all data products stored

in our various systems and the final publications of these
products in our data repository.

se il opemanrde N
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HELmholtz Sclentific i
Project WORkflow PlaTform —

* HELIPOR .

86 The HELIPORT project aims at developing a platform which <H M c> HELMHOLTZ
accommodates the complete life cycle of a scientific project and

| COLLABORATION
links all corresponding programs, systems and workflows to create a
more FAIR and comprehensible project description. 000 W < > B & dmfrmcmdic ¢ © +

{
"nanespaces': {
eee HI < - ‘@ C O © & visdinslzrossendorf.de g ¢ (i) "1: @ _.] + € "datacite’: “http : /'/'purl.org/spar/datacite/ "y
"rdfs": "http://www.w3.0rg/20€0/01/rdf-schemas",

“heliport": "“https://heliport/schema/",
HELIPO RT mi::;;l;.s;ﬂo::;:d hr;i e o) English - Project -~ knodel39 - ' <tj.imt?“:h:'tl‘(ts);//www.\m3}cd>rg/ﬁr'ZGCG;time«)""',
"dc'": "httg://purl.org/dc/terms/"

P

. . "heliporl:project_id": 28,
prO]ECt Graph: PaN Research PTO]eCt "datacite:hasIdentifier": "HZDR.FWCC.2021.84759",
"heliport:uuid": "09779261-200c-48cd-be9c~f293369d6alc",
“datacite:hardle": "https://hdl.handle.net/None",
“heliport:prcject_name': "PaN Research Project”,

Project Systemns Resources Automation Results woime:hasBeg i{;,’:ﬁ:i'{,‘,f;iﬁ?f‘?ﬂj‘“ B0r14134.206524:+001007,
™\ 7\ P N\ N\ “heliportL:group': “FwCC",

"heliport:owner': {
"datacite:hasIdent_fier': "132730",
“datacite:crcid”: null,
“rdfs:label": "Knodel, Dr. Oliver (FWCC) - 132739"
\
S
“helipnrt:has_versionCantrnol®: [

. 'IIIIIIIIIEHIIIIIIIII' A N . / \=—‘Illlllliﬁiiﬂilllllll'—* {
"heliport:version_controi_id": 15,
"datacite:uri": "https://dd",

~~ ® ) T
oo

| “rdfs:latel”: “Test"
N + — )

Iy
“heliport:has_DataManagementPlan®: [

{
\. ‘ A . A "heliport:data_management_plan_id": €,
"datacite:uri": "https://dddd",
"datacite:hasDescription”: "ddddd”
)
Iy
HELIPORT Contact Imprint “heliport:has_Documentation": |
{
Our guidance systems HELIPORT aims to presant an Or. Oliver Knodel, FWCC, HZDR o.knodel@hzdr.de Brought 1o you oy the Computatianal Science Group "heliport:documentation_id": 7,
access point to all tha diffarent axieting aystams (FWCC) at the Helmnaltz-Zeantram Drasden - "datacite:uri”: "https://dddd"
- W HELMHOLTZ ZENTRUM . - ‘ "o ® e
inside the KZDR. - HRERDEN L N LR ssendar] IR} heliport:documentation system'": “"MNecliawikli",
"datacite:hasDescription": "dddd"
A documanitation of tha REST Interface of the Haliport Membar of: }

syslern can be found HERE. |alternative: ReDoc)

1,
“heliport:has_DataSource'": [

{

"heliport:data_source_id": 11,

> “"datacite:uri’: "http:/sddd",
H E LI "heliport:use_computer": null,
"rdfs:lakel": "ddd",

"datacite:hasDescription™: "

)
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Heliport Metadata Ecosystem

-

—= Based on
=Ny DOI 10.14278/rodare.939
References by Handles » ~—
to allow traceable ="

relationships Projec’r

, @ Scientific
Data Publication
Publication Software Work flow % bublin Core
% Experiment Specific Publication Elj CWL Metadata
Metadata e
glj ADMS.SW

Our Objective
— In all stages of an experiment

Heliport combines information
about involved services with PIDs.
Metadata (stored near the PID) is
used to transfer information
between different systems and a
documentation of the project-level
workflow is possible.

In the end every digital object
should have an uniform PID,
describing metadata in an open
and widely used format to be

Fdable Accessuble nteroperable Reucable
O % G ’-v
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https://doi.org/10.14278/rodare.939

Handle Management Support in Heliport

Heliport is linked with our local Handle-Server (handle.hzdr.de) |hdlenatied and generates
uniform PIDs (resolvable using hdl.handle.net) from and for various systems and services.
Associated information can be changed as needed without changing the identifier.

By 10.14278/
" rodare.939

20.500.12865/ 20.500.12865/

= Heliport Prefix

Project Handle HELIPORT et ) MR


https://handle.hzdr.de
http://hdl.handle.net

Th e RO I e of H a n d Ies ELBE Center for High-Power Radiation Sources DOI 10.17815/jlsrf-2-58

oo [ ( O & 0 Not Secure — jlsrf.orgfindex.php/Isf/article/view/58/pdf w1 G@ ¢ G @

— We provided: s only for data publications (in our data
repository) and our large scale facilities.

4#. Journal of large-scale research facilities JLSRF

HOME ABOUT LOGIN REGISTER SEARCH CURRENT ARCHIVES ANNOUNCEMENTS OPEN JOURNAL
EDITORIAL TEAM REVIEWER BOARD HOW TO CITE JLSRF ARTICLES Journal Help

— Our internal Handles are generated in Heliport

(automated or by hand) and have external and internal )< Download this POF file|
(Heliport) landing

Home > Vol 2 (2016) > Dr. Michel

e View
e Subscribe

10 Pagh-heio
laboratory

optical laboratonies ' JOURNAL CONM
RN : Search

Search Scope
[ An

o000 [ (< U O & handle.hzdr.de e O + » |
Browse
e By Issue
o | s ByTite
H a n d Ie . N et oeoe ([ < O & 0 & visdms.fz-rossendorf.defobject/111] G ¢ O @ (@ [I] 4 1 E—
Handle Values for: 20.500.12865/Device.111 r

Index Type Timestamp Data

1 URL 2021-05-20 11:22:17Z data:application/json;charset=utf-
8:base64 .eyJpZCI6ICIEZXZpY2UuMTExIiw

HELIPORT imascontte, &5 for Q| Engish - Project = knodel39 -
Alveo_U200

an automatically generated landing page

Handle Proxy Server Documentation
Handle.net Web Site

Please contact hdladmin@ cnri.reston.va.us for your handle questions and commen

Handle: 20.500.12865/Device.111
Category: Device

Label: Alveo_U200

Description: Hemera FPGA at h002

4, Download HZDR

Member of the Helmholtz Association
Dr.-Ing. Oliver Knodel | Department of Information Services and Computing | Computational Science Group | www.hzdr.de




HELIPORT has a build-in Integration of Computational Workflows

— Heliport needs workflows to transfer
information between systems (&d provides
that to users as well

— Heliport is intended to fill the gap between:
Search &

» The workflow itself and the surrounding Reuse
project information and data locations, Datasets

+ Software versions and the generated
particular data products.

Submit Proposal or
Projecf Plan Create DMS Project

Create Data

Management
Plan

Computational

. [ chanae . Workflow
— Computational Workflows can be: bl \ Sems collect D
- - . ublis
» User specific analysis jobs used during Dataset Data
the experiment, _—N S
: : : Archive\ = Analyse Data S
* Recurring background jobs in the pre- Dataset \. g

i

and post-processing of the experiment.

; HELIPORT s ) mMeDR
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Scientific Software Development and Reproducible Workflows

HELIPORT necvimmrens = [~

doac par

DDDDD

Farsara

Forvera

Forrers

— — Analysis and Pre-/Postprocessing steps
moooooD needs to be:
::::: « Documented and COMMON
: WORKFLOW

mooooo Worktlow » Reproducible LANGUAGE
aoooon . . .
B —— Engine — Capsuling every step in a o

workflow adapts the FAIR principles.

HELIPORT mavimm s = -1
V e r Si O n C O ntr Ol Edit a Scientific Workflow

Compute .
(HPC, OpenStack) slurm
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Heliport REST API

— The API provides access to our full
Heliport infrastructure:

Proposal access (GATE),

Handle management,

CWL execution and monitoring,
°roject metadata export,
Digital Object and

_ifecycle management.

— APl documentation (ReDOC)
available.

— Essential to integrate the Heliport
Infrastructure in Experiments.

— Everything can be documented with

less user interaction.

< C

api

gate-connection

version-control

HELIPOR™

data-management-plan

documentetion

dzta-source

publication

cwl-execution

digital-objects

listDigitzlObjects

B createD gitalObject

retrieveDigitalOh ect

EED updateCigitalObject

B3 partialUpdateDig talObject

B3 desroyDigitalObject

token

x +

& visdms.fz-rossendorf.de/redoc/#operation/createDigitalObject

createDigitalObject

Digital Objects

Responses

> 201

: applicatior/json «

characters

Nullable

POST /digital objects/ap

Request samples

Payload

Content type

applicaton/json
Copy Expanda Collay

“project"”

"handle": "“string"
"relatior": "st q"
“category": "string”
“description®: "

Response samples

201

content type

application/json

Copy

"digital object id"
“project"”

"handle": "string"
"~elatior": “"string"

“"category": "string"

"description®: "string"



Heliport System Infrastructure 5

— The Heliport App is based on Django:

» Heliport communicates with various system
through REST APIs,

» The metadata is stored in a PostgreSQL
database and can be exported in a metadata
scheme based on DataCite.

— The CWL workflows are managed in Heliport, but et sraker (raobv
executed on our cluster using UNICORE.

;

Message Queue (Celery)

eoe [ <« O & O & visdms.fz-rossendorf.dejuserfloginsflistf © @@ ¢ @ @ @ O +

HELIPORT :rojectwériciow piarrorm 2 T T FEl T LR

| ——————————..

Provided Logins

ID Type Name
5 ssh connection uts Disconnect m
2 ssh connection hemera Disconnect m

- HELIPORT = =00 H=DR



Open Challenges and Issues

— For many systems and services we still have to develop necessary plugins for the
integration into Heliport.

— The versioning of an experiment lifecycle is unavoidable and we are still
discussing how we can present the feature in our web frontend:

» A Git project with all metadata to restore a lifecycle,
* Or animplementation direct in Heliport?

— We want to set up a project database in our data publication system (based on
Invenio) with lifecycle visualization to support different research experiments.

— With all information gathered by Heliport we can simplify the creation of future
Data Management Plans (DMPs).

Limitations

— We can not integrate every step of an experiment (e.g. detector controls, ...) into
Heliport.

— Deploying Heliport at other research institutes is difficult, because of the variety
of Apps necessary for other systems and services.

s HELIPORT et ) e,



Conclusions

— A guidance system, connecting all (meta-) data from involved systems is desirable and leads us

towards a completely FAIR research project fulfilling the DMP.
— The workflows are essential to keep track of everything (data provenance).

— When all data products are registered in one system, we can promote the different data
publications to make the research more visible and comprehensible.

— Asslim REST API is necessary to use our Heliport infrastructure with little user interaction.

Submit Proposal or Create
DMS Proiect

Project
Search &

Create Data

4 - Reuse Modity Management
R L £ Datasets Experiment olan
L — 1 O o
o bDICl'I'C.:- Publication Publish Se-l-up ‘ Collect Data
ublication
Software Work flow Dataset - P
Publication Archive Analyse Data

faset -~
i HELCTPORT orssoen (=

aPASIS



